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Abstract: Digital Data Marketplaces allow to securely share data between competing
parties. To maintain data sovereignty in such environments we translate market transactions
into audited, secure network connections which enforce policies and track data exchanges.
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1. Overview

Data sharing across organisational boundaries has the potential to open up new insights, as well as to create
novel business opportunities. Digital Data Marketplace (DDMs) [1] [2] are emerging as architectures to support
this mode of interactions. They rely on the participating parties agreeing on the permissible operations (market
transactions) and expressing them into actionable contracts and policies. We call the allowed interactions patterns
archetypes. Archetypes express the level of trust [3] and the underlying alliances between parties in a DDM. The
archetype, inherently, influences the model of computation of applications which in turn influences the infrastruc-
ture setup to allow such applications to work. In this demo we investigate how to setup such infrastructures.

DDM archetypes define the rules of interactions between parties. A DDM must therefore ensure that members
of the system do abide by these rules; and its effectiveness lies in its ability to guarantee compliance and control
the operations performed in it. We distinguish between two types of controls a DDM can apply: enforcement
and auditing. ”Control through Enforcement” are the set of DDM rules that are technologically enforceable e.g.
identity can be enforced through cryptography. ”Control through Auditing” applies to rules that are not easily
enforceable through technology and that require monitoring and auditing procedure to guarantee better control of
the system and the applications running on it.

Parties are brought together on an overlay network which allows for connectivity between distributed parties
while providing control points that can be used to enforce policies. Applications on the overlay are decomposed
to a set of workflow transactions which in turn can be translated to network connections. Applications, implicitly,
also embody the desired collaboration model. Choosing a collaboration model for an application is an area of
research addressed by Zhang et al. [4] which explores the matching of applications to different archetypes allowed
by DDMs.

The overlay network is composed of nodes with different functionalities. A node on the network is addressed by
its unique public key (ed25519). Using public keys as an addressing scheme introduces several important concepts
of the overlay. Firstly, any node can sign its actions on the network and the signatures can be easily verified by
other nodes on the network since the address doubles as the verification key. Secondly, nodes can sign each other
thus creating a chains of trust on the network. This creates the notion of a node owned by another node which is
useful when nodes need to verify who owns what e.g. data.

Different node types serve different functionalities on the network. Domain nodes provide the highest level of
trust on the network. The keys of the domain nodes are used to sign other nodes. This procedure allows us to
identify the ownership of every node on the network. Auditor nodes provide a second level of trust. Their role is
to sign activity on the network. Each auditor belongs to a domain and acts independently from the other domains.
They compare activity on the network to their internal policy and issue a signature if the activity id compliant to
their policy. Auditors also monitor and log activity on the control layer and signal alerts when illicit behaviour is
detected. Each auditor maintains logs in a hash chain with each auditors cross-validating each others hashes. This
creates a web of temper proof audit trails.

Cask nodes are responsible for holding and publishing data collections. A cask is an abstract concept used to
identify and address datasets on the network. Bucket nodes are nodes used to transfer data between casks. The
function of buckets is to create transient private connections between two nodes on the overlay using the address
keys as a bases to setup encryption. Whereas casks are persistent data stores, buckets are transient and are created
and destroyed on demand during the execution of an application. Infrastructure-wise, buckets are mapped to the



underlay endpoints that expose the buckets. In our approach, a bucket is realised as a Docker container. The
container provides a layer of isolation on the host system and only allows access to the agreed upon data and
compute resources. By default such a container is isolated from the Network. A bucket controller running on the
host system facilitates the life-cycle of buckets and the set-up of VPN connections between buckets of which the
end point interfaces directly assigned into the bucket when a transaction is initiated. Planner nodes encapsulate the
applications running on the network. Planners are essentially single workflow coordinators. They must coordinate
with the auditors to get enough signatures so that they can influence the control layer to effect the transactions.

Execution of an application entails the following high-level steps; first a planner gets an access grant/s from the
auditor/s to join the network, next the planner will announce the execution plan to the auditors which will check
and sign each transaction separately. The planner will then coordinate with different casks and bucket controllers
to create the necessary VPN connection for every transaction. At every step the control layer checks for auditor
signatures while auditors monitor the activity of the control layer to verify the activity conforms to the agreed
application.

2. Innovation

Coordinating multi-domain applications is a challenge that transcends the traditional network and software stacks.
Such applications are restricted by multilateral agreements between parties. Distributed multi-domain infrastruc-
tures that can enforce, audit and execute such applications are yet to be realised. Our work is a step towards such
infrastructures. Through our research we discovered that the traditional approach of control and data planes are
not enough to guarantee such an infrastructure and that a third plane is needed to create trust between the different
domains. Furthermore, since not all policies can be enforced, an audit plane is needed to maintain an audit trail of
activity. For this plane we introduced the concept of a network of auditors that sign actions which the control plane
uses to evaluate its risk of taking actions such as exposing data endpoints. The importance of an audit plane means
it needs to be an integral part of the network alongside the control and data plane. Here is where we propose and
overlay network that brings these 3 planes together. It is also important to note that the different planes traverse
different administrative domains and it is only through the careful interactions between the control plane and the
audit plane that a data plane can exists between the different administrative domains. From a Software Defined
Network (SDN) viewpoint, what we are proposing is a distributed multi-domain SDN, Figure 1, approach where
each administrative domain is viewed as a single SDN domain while the audit plane creates a hyper-layer to allow
multiple SDN domains to interact.
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Fig. 1: Different planes in a distributed multi-domain infrastructure for running applications
under multilateral agreements and policies.

3. Relevance to OFC community

Introducing uses cases for optical networks such as DDM will help attendees to understand how optical systems
can be deployed to create high performance trusted environments. The audit plane, alongside the network and
control plane, is an novel and interesting concept to discuss with the OFC community. Currently the auditing is
limited to our software-defined-approach and its associated VPN links. In order to provide more guarantees for
safely transporting the data, our future work includes the auditing of the complete communications stack, all the
way down to the optical layer. By demonstrating our work (Fig. 2) to the community we hope to identify the
existing technologies and the future innovations that are needed to realise this goal. Ultimately, the outcome of
our work, the Digital Data Marketplace, can be used to facilitate a trusted approach to run approved algorithms
on analytic and telemetry data from different organisations. The DDM is a novel architecture to address risks
associated with data sharing, such as data leaks and theft of intellectual property. By establishing the trust and
reducing the risk of data-misuse a DDM can provide the confidence required for novel business opportunities that
can benefit service delivery, provide new insights and stimulate innovation.



Fig. 2: Screenshots of the demonstration during Super Computing 2019: The left image shows the application
running on the infrastructure and portrays the information sent on the data-plane. In the far left corner there are UI
controls to control the various aspects of the auditing capabilities. The right picture shows the control-plane and
auditing-plane. The circle on the left shows three domains and a VPN connection between two buckets. The right
part shows the signed transactions, a circle with application/auditing progress and the signed audit trails for each
of the domains.
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